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Introduction To 
Cryptocurrency



What is Cryptocurrency?

A digital currency that
operates without a central
authority.
They function on
blockchain technology.
Example: Bitcoin – the first
and most popular
cryptocurrency.
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Bitcoin's
Significance in
Finance

A cryptocurrency created in
2009.
Limited supply (21 million
coins).
Traded globally – highly
volatile
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Volatility
Volatility refers to how quickly and
dramatically the price of an asset
can change.

High volatility means prices can
swing wildly in short periods.

Bitcoin is famous for its high volatility.

Example: The price reacts to major
news headlines and viral social
media trends. These factor cause
large price change.
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Influence of Social Media on Market Dynamics

Nair, M., Abd-Elmegid, L. A., & Marie, M. I. (2024). Sentiment analysis model for cryptocurrency tweets using different deep learning
techniques. Journal of Intelligent Systems, 33(1), 20230085.https://doi.org/10.1515/jisys-2023-0085
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Social media plays a critical role
in shaping public sentiment
about Bitcoin.

The collective 'mood' of billions
of people influence investor
behavior and market direction.

Research indicates that positive
or negative posts can
significantly impact market
behavior, altering price
trajectories almost in real time.
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Problem 
Statement



Bitcoin is a highly volatile asset, creating a need for price prediction tools to aid
investment decisions.
Social media sentiment (e.g., on Twitter) is used as a promising indicator for
predicting this volatility.
But the validity of social media sentiment is compromised by automated bot
accounts that manipulate the signal.
Existing models often use raw, unverified tweet data, leading to noisy and
unreliable predictions.
Our Project Goal: To achieve accurate Bitcoin volatility prediction by filtering
out bot tweets and analyzing genuine human sentiment.
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Sentiment analysis
Sentiment analysis is the process of
analyzing digital text to determine if the
emotional tone of the message is positive,
negative, or neutral. 

Positive tweet

Neutral tweet

Negative tweet
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Social media sentiment is commonly used to predict crypto price
movements.
Automated bot accounts distort sentiment by inflating
engagement.
High bot activity reduces the predictive power of tweet-based
models.
Raw, unfiltered tweet data leads to misleading forecasts.
Filtering out artificial activity is crucial for accurate sentiment
analysis.

Qureshi, K., & Zaman, T. (2023). Social media engagement and cryptocurrency performance. Plos one, 18(5), e0284501.
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Literature review



1 Bot detection Models

This study uses Support Vector Machines (SVM), Logistic Regression
(LR), Naive Bayes, K-Nearest Neighbors, Kernel SVM, Decision Trees,
and Random Forest—for Twitter bot detection.

These models rely on a combination of account metadata features
(such as follower count, verified status, description keywords) to
distinguish between bot and human accounts.

Random Forest achieved the highest accuracy of 85.25%. However,
Logistic Regression demonstrated the highest true positive rate
(94.14%), showing strong capability in correctly identifying bot
accounts.

.

But the model did not incorporate tweet content and it was limited to static metadata features.
We plan to Include text-based features such as tweet content, hashtags, and sentiment scores and
integrating bot detection as a preprocessing step before sentiment classification, ensuring more
accurate analysis by filtering out the tweets generated by bots bots.

Aslam, N., Rustam, F., Lee, E., Washington, P. B., & Ashraf, I. (2022). Sentiment Analysis and Emotion Detection on Cryptocurrency Related Tweets Using Ensemble
LSTM-GRU Model. https://doi.org/10.1109/ACCESS.2022.3165621
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2 Sentiment-Based Models

This study uses Support Vector Machines (SVM), Logistic
Regression (LR), Naive Bayes, and Random Forest—for sentiment
classification
. These models rely on feature extracting techniques like Bag-of-
Words (BoW) , TF-IDF and word2vec to convert tweets into
numerical representations

BoW consistently outperformed TF-IDF and Word2Vec in
accuracy across all tested models.
SVM and LR emerged as the most accurate classifiers,
achieving 98% accuracy  for sentiment classification using
BoW features.

The referenced study did not account for the presence of bot-generated tweets, which can distort
sentiment analysis results by artificially inflating sentiment polarity

 We plan to integrate bot detection techniques to filter  out bot generated tweets to ensure more reliable
and human-centric sentiments.

Aslam, N., Rustam, F., Lee, E., Washington, P. B., & Ashraf, I. (2022). Sentiment Analysis and Emotion Detection on Cryptocurrency Related Tweets Using Ensemble
LSTM-GRU Model. https://doi.org/10.1109/ACCESS.2022.3165621
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3 Market value prediction model

This study employs Long Short-Term Memory (LSTM) and a
hybrid Convolutional Neural Network-Long Short-Term Memory
(CNN-LSTM) model for Bitcoin price volatility prediction.

LSTM and CNN-LSTM models consistently outperformed
traditional models, with CNN-LSTM improving short-term (7-
day) forecast performance by up to 9.77% compared to HAR. 

However, the referenced study does not incorporate external market signals such as sentiment scores or
trading behavior, and it primarily forecasts volatility magnitude, not directional movement (up/down).

We plan to extend this approach by integrating sentiment analysis (based on filtered human-generated
tweets) to forecast the direction of price movement.

 Huang, Z.-C., Sangiorgi, I., & Urquhart, A. (2024). Forecasting Bitcoin volatility using machine learning techniques. C, 97, 102064.
https://doi.org/10.1016/j.intfin.2024.102064
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Dataset Name: Bitcoin Tweets
Source: Publicly available tweets collected using Twitter API.
Collection Method: Tweets containing hashtags #Bitcoin and #BTC were collected using Twitter’s
Streaming/Search API.
Collection began on 6th February 2021.
Initial volume: Over 100,000 tweets.
Collected Fields:

     text, date, user followers, user friends, hashtags etc.

Data Preprocessing

https://www.kaggle.com/datasets/kaushiksuresh147/bitcoin-tweets?select=Bitcoin_tweets.csv

About the Dataset
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Data
Visualisation



Methodology 



1.  Manual Labeling of Bots
We manually labeled accounts as bots or humans.
Looked into account metadata like Followers-to-friends
ratio, Account activity , Profile details and behavior
patterns

2. Feature Engineering
Split users into train and test groups
Used TF-IDF to convert cleaned tweet text into numeric
vectors (unigrams and bigrams)..
Combined the text and metadata features into a single
feature set.

3. Model Training
Chose Logistic Regression for classification.
Used GridSearchCV to find the best hyperparameters (C,
penalty, solver).

Bot-Detection
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Sentiment Analysis
 1.  Sentiment Labeling with VADER

We used VADER to assign sentiment labels (positive,
negative, neutral) to tweets
VADER calculates a polarity score and classifies each
tweet based on that score.

2. Feature Extraction using Bag of Words
Converted tweets into numeric vectors using BoW
This captures how often key words appear in each
tweet
Split the dataset into training (80%) and testing (20%)
sets.

3. Sentiment Classification using SVM
Trained an SVM (Support Vector Machine) to predict
sentiment labels using linear “kernal”
SVM was chosen because it’s fast, efficient, and works
well for text classification
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1.Feature Engineering
Created features from Bitcoin price data and tweet
sentiment scores, including volatility, price changes,
and lagged values.

2.Data Preparation
 Normalized features and converted data into
sequences of 10 time steps for time series modeling.
Model: LSTM + CNN
 Used an LSTM layer to capture temporal patterns,
followed by a 1D CNN to extract local features, ending
with a fully connected layer for binary volatility
classification.

3.Training and Evaluation
 Trained with an 80/20 train-test split. Evaluated
model accuracy and classification report on test
data.

Volatility Prediction
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Model Accuracy Precision Recall F1-Score Benchmark (Approx.)

Volatility Prediction 82% 0.83 0.82 0.82 85-91% (typical in finance forecasti

Bot Detection 97% 0.97 0.97 0.97 95-98% (standard in bot detection)

Sentiment Analysis 92% 0.92 0.92 0.92 90-95% (common in social media s

Performance Metrics
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Thank you!


